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Abstract-An enriched machine learning technique called Knee Osteoarthritis Detection and Classification Using 
X-Rays with CNN Algorithm (KOD). The proposed system (KOD) automatically detect the Knee Osteoarthritis 
using X-Rays. In our proposed system we focuses on an enriched machine learning techniques for a classification 
of Knee Osteoarthritis. The Proposed system contains five stages. In the 1st stage appropriate data type and source 
are selected for collecting the data. In the second phase the proposed system will undergo preprocessing which 
improves the performance by handling missing values, normalizing features. In the third stage the data set is split 
into test and training data. The data selected for training is used to train the CNN model. Following the previous 
stage the fourth stage is about classifying the data. The final stage is about testing the model, fine tuning and 
deploying our system for betterment in health care. 
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I. INTRODUCTION 

Osteoarthritis (OA) is a multifactorial disease that is 
challenging to identify, diagnose, and manage. It is a 
long-term degenerative condition marked by cartilage 
degradation, which ultimately effects in the 
deterioration of bones. One kind of osteoarthritis that 
affects the knee joint is called knee osteoarthritis 
(KOA). Pain, stiffness, edema, and restricted joint 
movement are examples of physical symptoms. Age, 
gender, race, heredity, obesity, injuries, low vitamin 
D levels, and lifestyle are risk factors. The diagnosis 
of osteoarthritis in the knee is typically made using 
arthroscopy, X-rays, magnetic resonance imaging, 
and symptoms (MRI). But OA's early phases are 
frequently obscured. Furthermore, there is only a 
slight correlation between the image-represented 
severity level of OA and the 35-degree pain and 
disability. Therefore, there's a need. The other method 
is fine tuning this network to specialize for a 
particular dataset. 
 

These network are also applied for KOA classification 
.Many Automated method and physicians grading 
system are less reliable as they misclassify a KL grade  

 

to its nearby grade. In addition, since there are very 
few morphological and feature changes in successive 
KL grades, it becomes difficult to differentiate 
different grades. In most studies, the initial stages of 
KOA have little accuracy while, in some studies, the 
most difficult stages are merged for classification . At 
the same time, some methods try combining X-ray 
features with other clinical data to improve 
performance. As a result, the earlier it can be 
diagnosed, the earlier it can be treated, and knee 
degeneration leading to total knee replacement can be 
avoided . 
 
When moving their joints, a patient with OA 
symptoms will experience severe pain, stiffness, and a 
grating feeling. Based on its severity, OA is 
categories into five , ranging from 0 to 4. We are 
collecting datasets of X-ray images for this specific 
work from Kaggle. Applied the data pre-processing 
technique to reduce noise and improve the knee X-ray 
image quality, and it also uses a Wiener filter for noise 
reduction with a histogram modelling-based image 
enhancement approach. The results of several 
classifiers, including the convolutional neural 
network (CNN), are compared after classifying the 
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images as normal or abnormal. Osteoarthritis (OA) 
pathology has long required research because of the 
disease's significant effects on a patient's lifestyle, 
high economic cost, and incapacity. Osteoarthritis 
(OA) goes beyond anatomical and physiological 
alterations (joint degeneration with gradual loss of 
joint cartilage, bone hypertrophy, changes in the 
synovial membrane, and loss of joint function) 
because cellular stress and the breakdown of the 
extracellular cartilage matrix start with micro- and 
macro-injuries [1]. In general, OA is linked to aging. 
Nevertheless, there are other risk factors, including 
gender, trauma, genetic susceptibility, obesity, 
inactivity, and bone density. 
 
This is one of the 50 most prevalent diseases in the 
world, affecting around 250,000 people globally. The 
Kellgren-Lawrence (KL) grading system is the 
industry standard used by medical professionals to 
group the degree of KOA on radiographs. Even with 
the advent of alternative medical imaging 
technologies, radiographs are still employed for 
imaging because they are readly obtainable and 
reasonably priced. The World Health Organization 
(WHO) recognized the KL grading system as the 
norm in 1961. It divides the severity into five 
progressive levels: 0 for healthy, 1 for questionable, 
2 for minimal, 3 for moderate, and 4 for severe. The 
care and expertise of the doctor have a significant 
impact on how accurately the severity diagnosis is 
made.  
 

We need an assisting tool to prevent the development 
and worsen the disease. In this project, Our goal is to 
close this gap by raising the accuracy of our 
predictions for every KL grade. The primary signs of 
osteoarthritis (OA) include joint stiffness in the 
morning or after rest, decreased function and 
participation limitations, and pain and trouble with 
joint motion. At the moment, OA is assessed using a 
clinical examination, symptoms, and basic 
radiographic methods like X-rays, MRIs, and CT 
scans. The Kellgren-Lawrence (KL) system is a 
recognized approach for grading individual joints into 

five categories, despite the fact that numerous extra 
methods have been offered. 
 
According to published research, OA in the hips and 
knees ranks as the tenth most common cause of 
disability worldwide1. This places a significant 
financial burden on society. According to reports, the 
annual anticipated total expenditures per patient for 
OA treatments are as high as 19,000 €2. A portion of 
these expenses result from the current clinical 
incapacity to methodically identify the illness early 
on, when there may still be hope for halting its 
advancement or at the very least lessening the 
severity of its eventual handicap. The only ways to 
extend a patient's healthy years of life are behavioral 
therapy and early diagnosis, as there is currently no 
viable treatment for severe OA other than total joint 
replacement surgery. Clinically, OA can be 
diagnosed at an early age; nevertheless, at this time,it 
requires the use of expensive magnetic resonance 
imaging (MRI) available only at specialised centres 
or in private practice. 
 
Common X-ray findings of osteoarthritis (OA) 
include bone spur growth, reduced joint space 
between neighboring bones, and degradation of joint 
cartilage. When x-rays suggest that other types of 
joint tissues may be damaged or when they do not 
clearly explain the cause of joint pain, MRI scans may 
be ordered. The accuracy with which osteoarthritis is 
now diagnosed clinically is insufficient for 
effectively tracking the condition's progression and 
quality. Because of this, we need more sophisticated, 
multifactoral techniques and algorithms to access the 
parameters and course of osteoarthritis.. 
 
Detection and Grouping of Osteoarthritis in knee 
from medical images is one of the active fields in 
computer vision. Image classification is one of the 
most commonly studied problems in computer vision. 
The goal of this field is detecting all the objects of a 
given image. Since the Convolution Neural Networks 
(CNN) can detect the objects with more than 90% of 
accuracy, we can use a fine- tuned neural network to 
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detect an object. In the respective for above-
mentioned issues, this work will implement Deep 
Features techniques to detect and classify the 
Osteoarthritis from medical images and also 
incorporate a large database for better accuracy. This 
project focuses on the various machine learning 
techniques for the grouping of OA disease from the 
medical images. 
 
Musculoskeletal diseases and articular disorders are 
one of the main health problems in recent years and 
affect especially the aging population. The human 
knee joint is commonly affected by osteoarthritis 
(OA), a degenerative disease that is the primary cause 
of chronic disability Osteoarthritis (OA) is a 
commonly occurring joint disease, often leading to 
pain and reduced function in older individuals. It is 
marked by the gradual deterioration of diarthrodial 
joint tissue. It can affect many joints, such as the hips, 
knees, fingers, thumbs, spine, and toes, however it 
most commonly affects the hip and knee joints. 
 
 Detection and progress monitoring of knee OA can 
be done by measuring biochemical and The 
anatomical alterations linked to the tissues include 
articular cartilage, ligaments, meniscus, synovial 
fluid, and subchondral bones 
 
II. RELATED WORKS 

In [1], The author Tayyaba Tariq et al have reported a 
deep learning-based ordinal classification approach to 
grading knee osteoarthritis X-rays. This Project 
implemented a new state-of-the-art result in 
automated KOA classification for all KL grades. In 
addition, they enhanced the performance of the 
models by making an ensemble of fine-tuned models. 
The implemented method provides a quick, early, and 
reliable evaluation of input knee X-rays, and medical 
practitioners can use it as an alternative option to save 
time. Ordinal classification improved the 
performance of our system significantly. Further 
Ensemble has also shown significant improvement 
for all evaluation metrics. 

The author Maryam Tamadon et al [2] have 
implemented Osteochondral tissue repair in 
osteoarthritic joints: clinical challenges and 
opportunities in tissue engineering. This paper 
implemented one of the priorities for the Bone and 
Joint Decade, is one of the most prevalent joint 
diseases, which causes pain and disability of joints in 
the adult population. The implemented system 
contains the OC tissue structure and the design, 
manufacturing and performance of current OC 
scaffolds in treatment of OA. The findings 
demonstrate the importance of biological and 
biomechanical fixations of OC scaffolds to the host 
tissue in achieving an improved cartilage fill and a 
hyaline-like tissue formation. 
 
Detection of Osteoarthritis using Knee X-Ray Image 
Analyses: A Machine Vision based Method was 
created by Shivanand Sharanappa Gornale et al. [3]. 
This study used a variety of medical imaging 
modalities in addition to a clinical assessment to 
evaluate osteoarthritis. Unwanted distortions in a 
knee X-ray image can make it difficult to analyze the 
bone structures. The authors have employed a semi-
automated strategy to address these issues, which 
offers a rapid and effective way to examine any 
anomalies or issues related to the bone structures. The 
authors of the work segmented a knee x-ray picture 
that was subjected to a number of feature extraction 
approaches using the Active Contour algorithm. 
 
In [4],The authors Joseph Humberto Cueva et al. 
described the diagnosis and classification of 
osteoarthritis in the knee in [4]. This study used a 
refined ResNet-34 and a semi-automated CADx 
model based on Deep Siamese convolutional neural 
networks to identify OA lesions in both knees 
simultaneously based on the KL scale. With an 
average multi-class accuracy of 61%, the 
implemented project findings show higher 
performance outcomes for categorizing KL-0, KL-3, 
and KL-4 than KL-1 and KL-2.Physicians use visual 
evaluation of X-ray or MR images to assess the 
severity of knee OA using the Kellgren and Lawrence 



        Swanirman Sunirmit Publications of Research-Special Issue of ICRTTEAS July 2024 | [2024-25]        
                                                                                                                                       ISSN [Online]: 2583-2654  

  

www.swanirmanconsultancy.in 41 

 
 
 

(KL) scale. 
 
The author Abdul Sami Mohammed et al [5] We used 
a Residual Neural Network to identify and categorize 
Knee Osteoarthritis from X-ray images. Our goal was 
to create a fast and accurate automated system to 
assist physicians in diagnosing this common 
condition in older adults. Our method aims to reduce 
manual work for doctors and prevent misdiagnosis. 
 

Malathi S Y et al [6] have designed Automatic 
Inception V3 Neural Network for Diagnosis of Knee 
Osteoarthritis from X-Ray Images automatic. This 
paper applied new methods to automatically localize 
knee joints using a fully convolutional network and 
quantified knee The level of OA intensity across a 
network that was jointly trained for multi-class 
classification and regression, with both networks 
being initially trained from the ground up. The FCN-
based approach is significantly more precise than the 
methods that came before it. The method that was 
used demonstrates that the classification outcomes 
attained with the automatically localized knee joints 
are on par with those from the manually segmented 
knee joints. 
 
In [7], The author Mahima Shanker Pandey et al have 
reported Computer Assisted Automated Detection of 
Knee Osteoarthritis using X-ray Images. This paper 
implemented an automated method for the detection 
of OA using knee X-rays. The automated approach 
leads to accurate results in contrast to manual 
approaches (prone to mean errors for test to test). The 
implemented approach is a complete automated 
system including the pre-processing, ROI 
segmentation, thresholding, distance calculations and 
decision making. The automated system worked well 
on clear images of knee. 
 
The author Insha Majeed Wani et al [8] have 
successfully integrated the detection of Osteoporosis 
in knee X-ray images through the application of 
transfer learning, utilizing a Convolutional Neural 
Network (CNN). The X-ray images utilized were 

sourced from a specially curated dataset, which was 
classified into three groups: normal, osteopenia, and 
osteoporosis, using a widely recognized medical test 
called the Quantitative Ultrasound system. This 
system, which is approved by medical authorities, 
calculates the T-score by evaluating the bone mineral 
density (BMD) of the bone. The dataset we used 
included a total of 381 knee X-ray scans. The project 
we undertook evaluates the effectiveness of several 
well-known CNN models, including ResNet-18, 
VggNet-16, AlexNet, and VggNet-19, in identifying 
osteoporosis from knee X-ray images. 
 
D. Pavithra [9] have designed A Survey on Computer 
Aided Methods for Diagnosis and Assessment of 
arthritis in the knees. In order to automatically 
estimate the severity of knee osteoarthritis from X-ray 
pictures, this article employed machine learning 
methods. Grading of OA and also implemented the 
task of automatically extracting the knee-joint region 
from the X-ray images and quantifying their severity 
by training a faster region convolutional neural 
network (R-CNN). The executed project assesses the 
performance of several machine learning models like 
transfer learning, support vector machines and fully 
connected neural networks based on their grouping 
accuracy. 
 
In [10], The author Yashas C et al have reported Knee 
Osteoarthritis Detection and Severity Prediction 
Using Convolutional Neural Network. This project 
implemented a new transparent computer-aided 
diagnosis method based on the Deep Siamese 
Convolutional Neural Network to automatically score 
knee OA severity according to the Kellgren-
Lawrence grading scale. The implemented project is 
trained by the method using the data solely from the 
Multicenter Osteoarthritis Study and validated it on 
randomly selected 3,000 subjects (5,960 knees) from 
Osteoarthritis Initiative datasets. This paper executes 
a semi-automatic CADx model based on Deep Siame 
CNN. 
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III. PROPOSED METHOD 

A Proposed System Architecture 
The proposed system (KOD) automatically detects 
the Knee Osteoarthritis using X-Rays. In our proposed 
system we focus on an enhanced machine learning 
techniques for a classification of Knee Osteoarthritis. 
The Proposed system contains five stages. In the 1st 
stage appropriate data type and source are selected for 
collecting the data. In the second phase the proposed 
system will undergo preprocessing which improves 
the performance by handling missing values, 
normalizing features. In the third stage the data set is 
split into test and training data. The data selected for 
training is used to train the CNN model. Following the 
previous stage the fourth stage is about classifying the 
data. The final stage is about testing the model, fine 
tuning and deploying our system for betterment in 
health care. It is as shown in Fig 1. 

Fig 1: Proposed System Architecture 

 
B. Data Flow Diagram 

A data-flow diagram is a way of representing the flow 
of data of a process or a system (usually an information 
system). The data flow diagram also helps us to 
monitor what data we are feeding to a given 
component of the program and what output data it 
generates after processing. A data-flow diagram 
doesn’t have any control flow as there are no decision 
statements or loops. The data flow diagram is just a 
graphical depiction of the flow of data through the 
information system. The Data Flow Diagram is very 
useful in understanding a system and can be 
efficiently used during analysis and is shown in Fig 2. 

Fig 2: Dataflow Diagram for Proposed System 
 

C. Data Collection 

The dataset which is collected from Kaggle is taken 
into account. The dataset contains knee X-ray data for 
both knee joint detection and knee KL grading. These 
collected data can be taken from the hard copy of X-
ray or directly from the computerized data from the 
machine. Let us consider the X- ray input as X, where 
X is the X-ray dataset. X = xi ,where i= 0,1,2,3… n. 
This X-rays can be represented in the Xirj is the rth 
row and jth Column in the ith image frame Xi. 

 
D. Pre-Processing 

The procedures and methods used on raw data prior 
to feeding it into machine learning algorithms for 
testing and training are referred to as data preparation. 
Pre-processing aims to improve the image data by 
reducing unwanted distortions or enhancing certain 
image properties that are significant for tasks 
involving additional processing and analysis.The data 
preprocessing will mainly contain 3 techniques 
mainly: Resizing an Image, Conversion of grayscale 
Image, Reducing Noise. In resizing of the image the 
given X-ray will resized  the frames  that they are 
upscaled and downscaled as per our requirements. In 
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conversion of the grayscale images will be converted 
to grayscales with the range of 1 and 0(Black and 
white). In the noise reduction processes we will take 
the image from the grayscale and later it will remove 
the unwanted items in the image (X-ray) given as an 
input dataset. Consider the collected data X = xi ,where 
i= 0,1,2,3…n. as an input of preprocessing. In the data 
preprocessing the given X-ray image will be sent to 
above mentioned stages and the output of this will be 
X*. where X* = X*i where i= 0,1,2,3… n. 
 
E. Feature Extraction 

Feature extraction in image processing is a technique 
of redefining a large set of redundant data into a set of 
features reduced dimension. This transformation of 
the input data into the set of features is called feature 
extraction. Feature extraction refers to the process of 
identifying and extracting important characteristics or 
features from raw data. It helps to focus. on the most 
relevant information and discard irrelevant or 
redundant data. 
 
Feature extraction aims to extract significant 
information while eliminating superfluous or 
unnecessary data. Facilitating more efficient and 
accurate analysis by machine learning algorithms. It 
helps improve model performance, reduce 
computational complexity. and enhance the 
interpretability of the data. Feature extraction is 
crucial for building effective and efficient models, 
especially when dealing with high-dimensional 
datasets. 
 
A convolutional neural network (CNN or convnet) is 
a subset of machine learning. It is one of the several 
types of artificial neural networks which are used for 
different applications and data types. A CNN is a kind 
of network architecture for deep learning algorithms 
and is specifically used for image recognition and 
jobs that need pixel data processing. 
 

X*is the image data set that has been preprocessed. 
X*is converted into the set of images X*i that where 
X*i represent the preprocessor image, where i is equal 
to 1,2,3….,n. Each of this preprocessed image is 
broken into small individual blocks of size 3x3. 
consider the b is the block data set and bi represents 
the i th block of the image data set bi = birk’ for 
r=1,2,3,…….h , k=1,2,3,……w. Consider the kernel 
or the optimal value U= Upq where p =1,2,3    m 
q=1,2,3……n. In convolution layer the the matrix 
multiplication will be done between block value birk’ 
and optimal value Upq and the result will be 
summation of this matrix birk’ X Upq = birq* finally 
it can be written as bfi where bfi is the final result after 
the summation of the matrices multiplication result. 
this process will continue till all the blocks are slidhed 
over the all the pixels finally, the output looks same 
as the input but the size of the pixels will be decresed 
This result will be sent to max polling [2X2] in which 
each 2x2 matrics of the bfi is max polled. We need to 
apply max polling for the given input. 
 
That is bfi’ = max ( bfu, bfv, bfw, bfx)where u, v, w, x 
belongs to i..The main aim of this max polling is to 
reduse the size of the image image features. The 
process will continue with many filter applied again 
and again until the resulting frame will be of minimal 
size . FB is the final block of the values. FB = 
FBmn where m=1,2,3,    h. ,n=1,2,3,    w. 
This FB will be flattened into 1 Dimensional vector 
This flattened values are sent to the fully connected 
layer, The main aim of using the fully connected layer 
is to connects the information extracted from the 
previous steps (i.e Convolution layer and 
Pooling layers) to the output layer and eventually 
classifies the input into the desired label. This fully 
connected layer will associate features to a particular 
label. X = Xt where t = 1,2,3,……d with d features. 
 
Algorithm for Feature Extraction: 
Input: Preprocessed image data set X* = X*i, for 
i=1,2,3,….n with n Images 



        Swanirman Sunirmit Publications of Research-Special Issue of ICRTTEAS July 2024 | [2024-25]        
                                                                                                                                       ISSN [Online]: 2583-2654  

  

www.swanirmanconsultancy.in 44 

 
 
 

Output: Image feature set Xt , for t=1,2,3,…d with d 
Features  
Begin 
1. image data set IM’ is first broken down into 
blocks Bi where i=1,2,3,4,……,n blocks 
2. ch block Bi can be written as Bi=Birk (3) where 
r=1,2,3,…..h and k=1,2,3,4,……,w. 
3. ch block is sent to convolution layer and will 
perform the matrix multiplication with the kernel 
value with can be (3*3) or (5*5) based on our 
requirements. 
4. result is sent to max polling and this process will 
continue till the matrix is converted to single 1D vector 
using flattening layer 
5. peat the above steps until to generate feature Xt 
vector o to all image frames in the image set X. 
End 
 
F. Training 

The training phase in machine learning involves 
teaching a model to make predictions or perform a 
task by exposing it to a labelled dataset. The goal is 
to train a model that can make precise estimatation on 
new, unseen data by learning patterns and 
relationships from the training set. In this stage, the 
proposed APWS system iteratively splits the input 
plant monitoring dataset (X) into K dissimilar clusters 
based on K-Means technique and it represents each 
individual cluster into separate plant monitoring data 
for analysis process. The clustering stage consists of 
four steps. 
 
In the first step, it select the k centroid vectors 𝑉 
=𝑣𝑟, for r = 0,1,…..,k, 𝑉 ⊆ X, ∀�̅�𝑟 ∈ X the actual 
plant monitoring dataset X = xi for xi = xij , for 
i=0,1,…..,n, j=0,1,2,…..,d over based on 
predetermined knowledge, where k denotes the 
number of clusters or centroid values, 𝑉 is the 
centroid vector set with k vectors, 𝑣𝑟 denotes the rth 
centroid vector with d plant monitoring data which 
belongs into the centroid vector set 𝑉 , vectors and d 
represents the size of the vector. X is the plant 
monitoring data vector set with n. 

In the second step, it measures the dissimilarity D( , 
𝑉) between the plant monitoring data set vector set X 
= xi ,for i=0,1,…..,n and centroid vector set 𝑉 =�̅�𝑟 for 
r = 0,1,…….,k based on Euclidean distance and is 
defined in the Equation (1). 
Where, d(𝑋𝑖𝑗, 𝑉𝑟𝑗) denotes the Euclidean distance 

between 𝑗𝑡ℎ plant monitoring data of the 𝑟𝑡ℎ centroid 
vector and 𝑖𝑡ℎ input plant monitoring dataset and is 
defined in the equation (2). 

Next step, it place the each individual 𝑖𝑡ℎ vector 𝑥𝑖 in 
the X into their closed centroid vector �̅�𝑟 of its 
respective cluster in the 𝑐𝑟 cluster set C= 𝑐𝑟 for r = 
0,1,….,k based on the highest similarity and is 
defined in the equation (3). 

Where, C denotes the predetermined cluster with k 
clusters, 𝑐𝑟 represents the rth cluster in the cluster set 
C and in the last step, it updates the rth centroid vector 
value 𝑉 =�̅�𝑟 of each individual cluster C= 𝑐𝑟 based on 
vectors in their respective rth cluster and is defined in 
the equation (4) as  

Where, | 𝑐𝑟 | denotes the number of similar plant 
monitoring data vectors and 𝑐𝑟𝑒 represents the eth 
vector in the rth cluster which belongs into cluster set 
C. The process of updating centre is iterated until a 
situation where centres do not change anymore or 
criterion function becomes lesser and the clustering 
stage algorithm is described in the below sub section. 
 
Algorithm for Training: 

Input: Plant monitoring dataset 𝑋 = 𝑥𝑖𝑗 with n vectors, 
centroid vector set 𝑉 =�̅�𝑟 with k vectors 
Output: Produced k distinct clusters C = 
{c1,c2,……,ck}  
Begin 
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1. Randomly select k number of centroid vectors 
over the plant monitoring dataset 𝑋 with n vectors and 
assigned into 𝑉=𝑣 ̅𝑟 for r = 1,2,3, ,k 
2. Iteratively computes the Euclidean distance 
between centroid vector set 𝑉 =�̅�𝑟 and plant 
monitoring data vector X= xi using Equations (2) and 
(3) 
3. Place the each individual vector in the plant 
monitoring data vector set X = xi into its closest 
cluster centroid cluster based on higher similarity 
using Equation (4) 
4. Update the each individual rth cluster centroid (�̅�𝑟 
) based on elements or vectors of the rth cluster by 
Equation (5) 
5. Repeat the steps from 2 to 4 until the present 
iteration cluster centroid is similar to previous 
iteration. 
End. 

 
G. Classification 

In the classification stage we need classify in which 
satge of the Osteoarthritis (OA) does the given image 
(X-ray belongs to. Here we are taking two inputs , one 
with the clusteres C and the Test image data set image 
data set. Here it will under go XOR operatin between 
these two data sets. If the values of the cluster and test 
set is same then the value will be 1, which indicates 
the human is present in the room . else the value will 
be 0 , which indicates the human absent in the room. 

…..   (6) 
 
Grade 0-No Radio-graphic features of OA present 
Grade 1-Doubtful OA (narrowing of joint space) 
Grade 2-Mild OA (definite narrowing of joint space) 
Grade3-Moderate OA (multiple osteophytes, 
sclerosis) 
Grade4-Severe OA (large osteophytes, sever 
sclerosis, bone deformity) 

Algorithm for Classification: 
Input: The data set T = {T1,T2, ,Tm} and clusters 
C ={c1,c2,……,ck} 
Output: which stage of the Osteoarthritis (OA). 
Begin 
1. Compare the input test dataset with clusters 

2. Find out which cluster does the dataset belong to 
using hamming distance formula as defined in 
equation (6) 
3. Based on the cluster, decided whether to human 
present in the room or not present in the room. 
End 
 
IV. RESULTS 

The below Fig 3 shows the Home Page. 

 
Fig 3: Home Page  

 
The Fig 4 shows Normal Data Sets 

 
Fig 4: Normal Data Sets 

The Fig 5 shows Osteoarthritis Data Sets 

 
Fig 5: Osteoarthritis Data Sets 
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The Fig 6 shows Program Execution 
 

 
Fig 6: Program Execution 

The Fig 7 shows Backend Program Output. 

 
Fig 7: Backend Program Output 

The Fig 8 shows Prediction Result– Normal 

 
Fig 8: Prediction Result – Normal 

The Fig 9 shows Prediction Result – 
Osteoarthritis (Moderate) 

Fig 9: Prediction Result – Osteoarthritis 
(Moderate)  

 
The Fig 10 shows Prediction Result – DR (severe) 

 

 
Fig 10: Prediction Result – DR (severe) 

 

V. CONCLUSION 

In this paper, we have applied a deep learning-based 
ordinal classification approach to grading knee 
osteoarthritis X-rays. We present new state-of-the-art 
results in automated KOD classification for all KL 
grades. In addition, we enhanced the performance of 
our models by making an ensemble of fine-tuned 
models. Our method provides a quick, early, and 
reliable evaluation of input knee X-rays, and medical 
practitioners can use it as an alternative option to save 
time. Ordinal classification improved the system's 
performance has shown remarkable improvement and 
Ensemble has exhibited significant enhancement 
across all evaluation metrics 



        Swanirman Sunirmit Publications of Research-Special Issue of ICRTTEAS July 2024 | [2024-25]        
                                                                                                                                       ISSN [Online]: 2583-2654  

  

www.swanirmanconsultancy.in 47 

 
 
 

REFERENCES 

[1] Tayyaba Tariq, Zobia Suhail, and Zubair Nawaz. “Knee Osteoarthritis 
Detection and Classification using X-Ray” Institute of Electrical and Electronics 
Engineers, Vol 11,pp 48292-48303, 16 May 2023. 
 
[2] Maryam Tamaddon, Ling Wang, Zing liu, Chaozang Liu. “Osteochondral 
tissue repair in osteoarthritic joints: clinical challenges and opportunities in 
tissue engineering” Bio design and manufacturing, pp 101-114, 28 May 2018. 

[3] Shivanand S. Gornale, Pooja U. Patravali, Ramesh R. Manza. “Detection of 
Osteoarthritis using Knee X-Ray Image Analyses: A Machine Vision based 
Approach” International Journal Of Computer Applications, Vol 145, pp 0975-
8887, 1 july 2016. 
 
[4] Joseph Humberto Cueva, Darwin Castillo, Hector Espinos-Morato, David 
Duran, Patricia Diaz, Vasudevan Lakshminarayanan. “Detection and 
Classification of Knee Osteoarthritis”. MDPI Journal Diagnostics, pp 2- 13, 29 
September 2022. 
 
[5] Abdul Sami Mohammed, Ahmed Abul Hasanaath, Ghazanfar Latif, Abul 
Bashar. “Knee Osteoarthritis Detection and Severity Classification Using 
Residual Neural Networks on Preprocessed X-ray Images” MDPI Journal 
Diagnostics, pp 1-16, 10 April 2023. 
 
[6] Malathi .S .Y , Geeta Bharamagoudar, Sharada K Shiragudikar . “Inception 
V3 Neural Network For Automatic Diagnosis Of Knee Osteoarthritis From X- 
Ray Images” International Journal of Scientific Research in Science and 
Technology, Vol 11, pp 799-808, 11November 2023. 
 
[7] Mahima Shanker Pandey, Rajitha, Suneeta Agarwal. “Computer Assisted 
Automated Detection of Knee Osteoarthritis using X-ray Images.” International 
Journal of Scientific Research in Science and Technology, Vol 1, pp 74- 79, 1 
April 2015. 

[8] Insha Majeed Wani, Sakshi Arora. “Osteoporosis diagnosis in knee X-rays 
by transfer learning based on convolution neural network” Multimedia Tools 
and Applications, Vol 82, pp 14193-14217, 24 September 
2022. 
[9] D. Pavithra. “A Survey on Computer Aided Methods for Diagnosis and 
Assessment of Knee Osteoarthritis” International Journal of Scientific Research 
in Science and Technology, Vol 5, pp 236-242, 05 March 2020. 
 
[10] Yashas C, Suman K R, Vignesh S, Sudeep K U. “Knee Osteoarthritis 
Detection and Severity Prediction Using Convolutional Neural Network”. 
International Journal for Research in Applied Science & Engineering 
Technology, Vol 11, pp 3441-3445, April 2023. 
 
[11] Fabi Prezja, Juha Paloneva, Ilkka Polonen, Esko Niinimaki, Sami Ayramo. 
“DeepFake knee osteoarthritis X-rays from generative adversarial neural 
networks deceive medical experts and ofer augmentation potential to automatic 
classification” Scientific Reports, Vol 12, pp 1- 16, 03 November 2022. 
 
[12] Sozan Mohammed Ahmed, Ramadhan J. Mstafa. “Identifying Severity 
Grading of Knee Osteoarthritis from X-ray Images Using an Efficient Mixture 
of Deep Learning and Machine Learning Models” MDPI Journal Diagnostics, 
Vol 12, pp 1-27, 24 November 2022. 
 
[13] Dr T R Arunkumar, Akshata Gurav, Gayatri Patil. “Classification Of 
Osteoarthritis Using Machine Learning Approach” International Research 
Journal of Modernization in Engineering Technology and Science, Vol 5, pp 
1883- 1889, 9 September 2023. 
 
[14] Kevin A. Thomas, Lukasz Kidzinski, Eni Halilaj, Scott L. Fleming, Guhan 
R. Venkataraman, Edwin H. G. Oei, Garry E. Gold, Scott L. Delp. “Automated 

Classification of Radiographic Knee Osteoarthritis Severity Using Deep Neural 
Networks” Radiology Artificial Intelligence, Vol 2, pp 1-10, Mar 18 2020. 

[15] Susanne M. Eijgenraam, Akshay S. Chaudhari, Max Reijman, Sita M. A. 
Bierma-Zeinstra, Brian A. Hargreaves, Jos Runhaar, Frank W. J. Heijboer, 
Garry E. Gold, Edwin H. G. Oei1. “Time-saving opportunities in knee 
osteoarthritis: T2 mapping and structural imaging of the knee using a single 5-
min MRI scan” Musculoskeleta, Vol 30, Pages 2231-2240, 16 December 
2019. 
 
[16] Ganesh Kumar M, Agam Das Goswami. “Automatic Classification of the 
Severity of Knee Osteoarthritis Using Enhanced Image Sharpening and CNN” 
MDPI Applied Science, Vol 13, pp 1-15, 28 
January 2023. 
 
[17] Pauline Shan Qing Yeoh, Khin Wee Lai, Siew Li Goh, Khairunnisa 
Hasikin, Yan Chai Hum, Yee Kai Tee, Samiappan Dhanalakshmi. “Emergence of 
Deep Learning in Knee Osteoarthritis Diagnosis” Hindawi, Vol 2021, pp 1-20, 
10 November 2021. 
 
[18] Hassan A. Alshamrani, Mamoon Rashid, Sultan S. Alshamrani, Ali H. D. 
Alshehri. “Osteo- NeT: An Automated System for Predicting Knee Osteoarthritis 
from X-ray Images Using Transfer-Learning-Based Neural Networks 
Approach” MDPI Healthcare, Vol 11, pp 1-30, 23 April 2023. 


